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“Alone we can do so little; together we can do so much.”

Abstract
. L . . — Helen Keller
Self-supervised audio-visual source separation leverages natural correlations between

audio and vision modalities to separate mixed audio signals. In this work, we first sys-
tematically analyze the performance of existing multimodal fusion methods for audio-
visual separation task, demonstrating that the performance of different fusion strategies
is closely linked to the characteristics of the sound—middle fusion is better suited for
handling short, transient sounds, while late fusion is more effective for capturing sus-
tained and harmonically rich sounds. We thus propose a hierarchical fusion strategy that
effectively integrates both fusion stages. In addition, training can be made easier by
incorporating high-quality external audio representations, rather than relying solely on
the audio branch to learn them independently. To explore this, we propose a represen-
tation alignment approach that aligns the latent features of the audio encoder with em-
beddings extracted from pre-trained audio models. Extensive experiments on MUSIC,
MUSIC-21 and VGGSound datasets demonstrate that our approach achieves state-of-
the-art results, surpassing existing methods under the self-supervised setting. We further
analyze the impact of representation alignment on audio features, showing that it re-
duces modality gap between the audio and visual modalities. The project page is at:
https://happy-new—bears.github.io/AudioSep—-HFRA/.

1 Introduction

In our daily life, sounds come in diverse forms—some are quick and sharp, like a bird chirp-
ing or a raindrop hitting the ground, while others are smooth and lingering, like the deep
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Figure 1: Relationship Between Acoustic Properties of Musical Instruments and Fusion
Strategies. Instruments with shorter transient properties and simpler harmonic structures
are more suited to middle fusion. Conversely, instruments with sustained notes and complex
harmonic structures benefit more from late fusion. Details can be found in Appendix S1.

hum of a cello or the steady strumming of a guitar. Transient sounds often carry distinct
temporal signatures, while sustained sounds exhibit intricate harmonic structures that evolve
over time [1]. These differences in sound are not just something we hear; they also affect
how we recognize and separate them.

Traditional audio separation methods rely solely on audio cues, struggling in complex
environments where multiple sounds overlap [15, 17]. In recent years, to improve the per-
formance of audio separation, researchers have turned to visual modality as a strong prior
[28], known as “audio-visual separation”, leveraging the natural correspondences between
audio and visual signals. As the visual modality is introduced, a natural question arises: How
should the visual information be effectively integrated with the existing audio modality to
enhance separation performance? To address this, researchers have explored different fusion
strategies to combine the two modalities. Middle fusion integrates visual features at the bot-
tleneck of the audio U-Net [8], while late fusion applies visual features at the final layer of
the audio U-Net [7, 28].

Figure 1 illustrates the relationship between acoustic characteristics and fusion stages.
Middle fusion performs better at capturing sharp, short-duration sounds but struggles with
harmonically rich sources, while late fusion is more effective for continuous sounds but may
overlook transient details. This trade-off naturally leads us to ask: Can we design a fusion
strategy that combines the strengths of both approaches to improve separation across a wide
range of sound characteristics? Our approach builds upon the idea that different sound
characteristics require different levels of fusion. We propose a hierarchical fusion strategy
that integrates both middle and late fusion. In this way, both short, sharp sounds and long,
continuous ones are handled at the most suitable stages.

In audio-visual separation, researchers have successfully leveraged large pre-trained vi-
sion models, such as CLIP [19], to extract strong visual representations that significantly
improve performance [7, 25]. This naturally leads to the question: Can we apply large pre-
trained audio models to benefit the audio separation task? At first glance, it seems intuitive
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to replace the audio U-Net’s learned features with embeddings from a large pre-trained audio
model. However, audio separation requires fine-grained time-frequency details to disentan-
gle and reconstruct overlapping sounds, which the high-level audio embeddings from large
pretrained model often lack. Thus, simply substituting learned features with pre-trained em-
beddings is not a good choice. Instead of directly replacing the audio latent representations
at the bottleneck of U-Net, we propose representation alignment—an approach that aligns
the latent space of the separation model with the embeddings from a large pre-trained audio
model. In this way, the model can not only preserve fine-grained spectral details but also
distill high-level semantic knowledge from the pre-trained embeddings.

To evaluate and understand the representation alignment approach, we investigate two
key questions: Whether aligning the U-Net’s latent features with a pre-trained model im-
proves audio-visual separation; If so, what underlying factors contribute to this improve-
ment. Our experiment findings show that the proposed representation alignment method
not only improves audio separation performance, but also enhances the semantic richness of
audio latent features. Interestingly, representation alignment also reduces the modality gap
between audio and visual representations, even though no explicit objective was introduced
to enforce multimodal alignment.

We highlight the main contributions of this paper below:

* Our study is the first to reveal the correlation between acoustic characteristics of sound

sources and performances of different fusion stages in audio-visual separation.

* We propose a self-supervised hierarchical fusion strategy for audio-visual separation.

* We propose a representation alignment loss that bridges the semantic gap between

U-Net bottleneck features and pre-trained audio embeddings.

» Experiments demonstrate that our proposed method achieves performance gains on

various benchmark datasets.

2 Related Works

2.1 Audio Visual Separation

Existing audio-visual separation methods can be broadly categorized into self-supervised
and weakly-supervised approaches. Self-supervised methods [7, 28, 29] leverage the popu-
lar mix-and-separate strategy that creates synthetic audio mixtures by combining audio from
different videos, enabling models to learn separation without the need for extra human anno-
tations. Weakly-supervised methods [5, 8] introduce additional semantic information, such
as audio category labels, to provide indirect supervision. Compared to self-supervised meth-
ods, weakly-supervised methods can offer performance advantages but rely on additional
annotations on audio categories, which increase labeling costs and may limit generalization
to unseen scenarios. Thus, in this work, we focus on exploring self-supervised approaches.
While our method, like other self-supervised approaches, relies on global visual features,
another line of work uses spatially grounded features via object detectors, e.g., Co-Separation
[8], CCoL [22], and iQuery [5]. However, these methods have limitations that distinguish
them from the self-supervised, global-feature-based approach: their performance is heavily
dependent on the detector’s accuracy, and they are restricted to categories the detector is
trained on. For example, CCoL’s masks can be blurry, while iQuery had to use a more
general detector to accommodate new instruments in the MUSIC-21 dataset. In contrast,
our approach is purely self-supervised, leveraging global video-level features and natural
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audio-visual correspondences for separation, which makes it more robust to object detection
failures and removes the dependency on object-level annotations or detectors.

Another important design choice in audio-visual separation models is the stage at which
audio and visual features are fused. Existing methods primarily follow two fusion strate-
gies: late fusion and middle fusion. In late fusion [7, 28, 29], visual features are applied
at the final stages of the U-Net decoder to reweight the audio spectrogram. Middle fusion
integrates visual embeddings earlier in the network by tiling and concatenating them with
the bottleneck features of the U-Net [20]. Prior studies suggest that late fusion generally
outperforms middle fusion in self-supervised settings, while middle fusion has been shown
to be beneficial in weakly-supervised scenarios [8, 22], particularly when combined with
additional supervision signals, such as classification losses derived from labeled data [2, 3].
Different from previous works, we investigate how different sound characteristics influence
the effectiveness of middle and late fusion and propose a hierarchical fusion strategy that
combines both fusion mechanisms.

2.2 Cross-Modal Representation Learning

The CLIP model, based on contrastive learning, has been widely used as a pretraining frame-
work to build joint embedding spaces for text and image modalities. Its success has also
inspired extensions to the audio domain. For instance, [25] proposed a self-supervised ap-
proach where an additional audio encoder is trained to align input audio with the pretrained
CLIP embedding space, enabling audio representations to inherit the multimodal alignment
capabilities of CLIP. Similarly, [7] explore the zero-shot modality transfer capability of CLIP
by keeping the pre-trained model frozen while optimizing only the remaining components
for the target sound separation task. In our work, we follow the approach of [7] which uses
CLIP to extract visual features.

Similarly, the CLAP model [6, 26] extends such contrastive pretraining paradigm to
audio-text embedding space CLAP has been applied to audio-visual segmentation and detec-
tion tasks [9, 16].However, its potential for audio-visual separation remains underexplored.

3 Method

3.1 Problem Definition

Audio separation aims to isolate individual sound sources from a mixed audio signal. During
training, the model takes as inputs an audio mixture x =Y?" ; s;, where sy,...,s, are the n
audio tracks, along with their corresponding images yy, .. .,y, extracted from the videos. We
first transform the audio mixture x into a magnitude spectrogram X = |STFT(x)| and pass the
spectrogram through an audio U-Net [20] to produce k (> n) intermediate masks My, ..., M.
On the other stream, each image y; is encoded into an embedding e; = Encip,g(y;).

Middle fusion and late fusion integrate visual information at different stages of the sep-
aration model. The process of middle fusion can be written as follows:

M; = Dec, (Tile(e;) ® Enc,(X)). (1)
The process of late fusion can be written as follows:

M; = Proj, (¢;) ® Dec, (Enc, (X)), )
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Figure 2: Pipeline of our proposed method. The pipeline consists of three key compo-
nents: audio-visual feature extraction, hierarchical fusion, and representation alignment. It
takes an audio mixture and corresponding video frames as input. The Audio-Visual Feature
Extraction module processes the input through dedicated encoders, extracting audio features
from spectrograms and CLAP and extracting visual features from CLIP. Hierarchical fusion
includes middle fusion and late fusion, which happens at the bottleneck of the audio U-Net
and the final layer of the audio decoder separately.

where the function Enc,(+) denotes the audio encoder, which extracts bottleneck audio fea-
tures, while Dec,(+) represents the audio decoder. In middle fusion, Tile(e;) expands the
visual embedding spatially to match the dimensions of Enc,(X), and ¢ denotes the channel-
wise concatenation of visual and audio features. Late fusion applies a projection function
Proj, (e;) mapping the visual embedding to a compatible space before performing element-
wise multiplication (®) with the decoded audio representation.

The separated spectrogram X; for each source i is then obtained by multiplying the esti-
mated mask M,; to the input mixed spectrogram X through element-wise multiplication:

X; =M 0X. 3)

The separation loss Lgep is then defined using the L; distance between the predicted
spectrogram X; and the ground-truth spectrogram X;:

n
Esep: Z”Xi*XiHL (4)
i=1

3.2 Hierarchical fusion for Audio-Visual Separation

We can observe from Figure | that middle and late fusion strategies exhibit complemen-
tary advantages depending on the characteristics of the target sound. In Specifically, middle
fusion is more effective at separating transient sound instruments (e.g., trumpet, flute) and
stable low-frequency instruments (e.g., tuba), whereas late fusion performs better for sus-
tained instruments (e.g., saxophone, cello) and harmonically rich instruments (e.g., acoustic
guitar, xylophone). Appendix S3 further provide a quantitative analysis of the relationship
between separation performance and fusion stage. Motivated by such observation, we pro-
pose a hierarchical fusion strategy that integrates both middle and late fusion to leverage
their complementary strengths. The hierarchical fusion mechanism is formulated as:

M; = Proj, (¢;) ® Dec, (Tile(Proj, (e;)) ® Enc,(X)), (5)
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where Proj; and Proj, are both single fully connected layers that project the visual embed-
ding e; into appropriate latent spaces for different fusion mechanisms.

3.3 Audio Representation Alignment

Previous studies have shown that using CLIP-extracted visual features greatly improves
audio-visual separation [7] because CLIP learns strong multimodal representations that align
well with semantic categories. Inspired by this, we hypothesize that learning high-quality
audio representations can similarly enhance source generation performance in audio-visual
separation. In this way, we propose audio representation alignment, which encourages the
U-Net encoder’s latent representations to align with self-supervised audio embeddings ex-
tracted by the pretrained large audio model.
The audio representation alignment loss function is defined as follows:

£audio_align =1- Sim(zazzCLAP)a (6)
where the latent representations are defined as z, = Enc,(X) and zcpap = Enccpap(X).
Here, Enc,(+) denotes the audio encoder of the U-Net, which extracts latent features from
the input spectrogram X, and Enccpap(-) represents the pretrained self-supervised audio
encoder from CLAP, which generates a semantic embedding from the waveform of the same
mixed audio input x. The function sim(-, -) is thecosine similarity function:

Zq - ICLAP

@)

i Z,.Z =
Sim (2, 20LAP) = 1 Mz ar]

In practice, we add this term to the original audio separation objectives described in
Section 3.1. Therefore, the overall training loss is:

L= Lsep + ;\fﬁaudio_aligna (®)

where A > 0 is a hyperparameter that controls the tradeoff between audio separation perfor-
mance and representation alignment.

4 Experiments

In this section, we conducted experiments not only to demonstrate that our proposed method
can improve the performance of audio-visual separation but also to gain deeper insights into
why these improvements occur.

4.1 Experimental Settings

Datasets. We conduct experiments on three widely-used datasets: MUSIC [28], MUSIC-
21 [29] and VGGSound[4]. The MUSIC dataset contains 601 untrimmed videos of musical
solos and duets across 11 categories of musical instruments due to some videos becoming
online unavailable over time. Following the data splits of [28], we use 483 videos for training
and 118 videos for testing, with the test set exclusively consisting of solo performances.
The MUSIC-21 dataset [29] consists of solo videos across 21 instrument categories. We
utilize 1,039 online available solo videos and adopt the training/testing split of [29], with 831
videos for training and 208 for testing. VGGSound [4] is a large-scale audio-visual dataset
consisting of 10-second video clips “in the wild”, covering 309 sound event categories. Our
training set contains 132,760 videos, and our test set includes 11,147 videos.
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Baselines. We compare our method with several recent self-supervised approaches across
all three datasets. On the MUSIC dataset, we include: NMF-MFCC [24], a non-learnable
audio-only baseline (results from [8]); Sound-of-Pixels [28]; CLIPSep [7], retrained under
the same settings; and Semantic Grouping Network (SGN) [14]. For MUSIC-21, we com-
pare against NMF-MFCC, Sound-of-Pixels, and CLIPSep following the same protocol. On
VGGSound, we evaluate our method against CLIPSep as the main baseline, given its strong
performance in audio-visual separation.

Evaluation Metrics. We assess the performance of sound separation using three standard
metrics: Signal-to-Distortion Ratio (SDR), Signal-to-Interference Ratio (SIR), and Signal-
to-Artifacts Ratio (SAR). SIR evaluates how well interfering sources are suppressed, while
SAR reflects the level of artifacts introduced during separation [23]. Among these, SDR is
generally considered the most important metric, as it provides an overall measure of separa-
tion quality [18] by accounting for both interference and artifacts. In summary, higher values
for all three metrics indicate better performance while we primarily focus on the SDR.

Implementation Details. All audio is resampled to 11,625 Hz. For MUSIC and MUSIC-
21, we extract 5-second segments from each video (random crop for training, center crop
for testing). VGGSound clips are 10 seconds long and used without cropping to retain real-
world diversity. Audio is processed using STFT with a Hann window of size 1024 and hop
length of 256, producing complex spectrograms. We then compute the magnitude and apply
a logarithmic mapping along the frequency axis to reflect human perception. The final input
is a 256 x 256 log-scaled magnitude spectrogram, where 7' = 256 time frames and F = 256
frequency bins. Visual inputs are sampled at 8 frames per second. A single frame per clip is
extracted (randomly for training, center for testing) and encoded using a frozen CLIP ViT-
B/32 to obtain a 512-dimension embedding. We train our model using a batch size of 32.
The learning rate is initially set to 10~* and reduced by a factor of 0.1 at the 60th epoch.

Table 1: Audio-visual separation performance comparison on the MUSIC dataset. Best
results in bold, second-best underlined.

Method SDRt SIRtT SAR*Y
RPCA [10] -0.62 232 2.41
Wave-U-Net [21] 3.80 6.75 6.62
ResUNetDecouple+ [12] 3.98 7.17 6.91
MP-Net [27] 4.82 10.19  10.56
SGN [14] 5.20 10.81 10.67
NMEF-MFCC [24] 0.92 5.68 6.84
Sound-of-Pixels [28] 3.84 9.66 9.32
CLIPSep (Middle Fusion) [7] 5.57 12.99 8.60
CLIPSep (Late Fusion) [7] 5.86 11.65 9.72

Ours (Hierarchical + Align) 6.72 12.60 10.21
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Table 2: Audio-visual separation results on MUSIC21 dataset. Best results in bold,
second-best underlined. TResults from Table I in [5]. *Results from Table 3 in [11].

Methods SDR1 SIR1T SAR?Y
NMF-MFCC [24]F 2.78 6.70 9.21

AV-MMix-and-Separate [8]* 3.23 7.01 9.14

Sound-of-Pixels [28] 6.51 12.84  10.58
CLIPSep (Middle Fusion) [7] 7.36 14.28 10.22
CLIPSep (Late Fusion) [7] 7.27 13.10 11.14
Ours (Hierarchical) 1.72 13.63 10.94

QOurs (Hierarchical + Align) 8.03 13.92 11.36

Table 3: Audio-visual separation results on VGGSound. Best results in bold, second-best
underlined.

Method SDR+ SIR{ SAR?

CLIPSep (Late Fusion) 0.90 7.47 8.26
CLIPSep (Middle Fusion) 1.16 9.41 6.95
Ours (Hierarchical + Align)  1.97 8.96 9.62

4.2 Audio-Visual Sound Source Separation Results

Quantitative Evaluation. We evaluate our method on MUSIC, MUSIC-21, and VGGSound,
with results summarized in Table 1, Table 2, and Table 3, respectively. Overall, our approach
consistently outperforms existing baselines, especially in terms of SDR, which is widely
regarded as the most important metric for source separation.

These results validate the effectiveness of our design in handling a wide range of audio-
visual scenarios.

While our method achieves state-of-the-art SDR scores, we observe a slightly lower
SIR compared to some baselines, such as CLIPSep with Middle Fusion on the MUSIC-21
and VGGSound datasets. We attribute this to the trade-off between suppressing interfer-
ing sources (SIR) and avoiding the introduction of artifacts (SAR). Our approach prioritizes
reducing artifacts, as evidenced by our consistently high SAR scores across all datasets,
particularly on MUSIC and VGGSound. Since SDR provides a comprehensive measure of
separation quality by accounting for both interference and artifacts, our superior SDR per-
formance indicates that the gain from reducing artifacts outweighs the minor decrease in
interference suppression, leading to a higher overall separation quality.

Qualitative Evaluation. Figure 3 provides qualitative examples of sound separation on the
MUSIC dataset. Our method produces cleaner and more distinct separated sounds, reducing
interference. The visualization results further support that our approach can separating mixed
musical components with high precision.

4.3 Audio Representation and Modality Gap Evaluation

To evaluate the effect of representation alignment, we perform linear probing on the MUSIC
test set. As shown in Table 4, for U-Net latent feature, classification accuracy significantly
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Figure 3: Qualitative Performance on MUSIC dataset. We compared our method (the
fourth row) with Dong et al. [7] (the third row).

improves after using representation alignment, indicating that aligned U-Net features capture
more semantic information. Although classification accuracy remains slightly lower than
that of frozen CLAP embeddings, this is reasonable. CLAP is trained explicitly for semantic
discrimination, while the U-Net encoder is optimized for source separation, focusing more
on preserving fine-grained spectral details than on maximizing classification accuracy.

Table 4: Linear probing accuracy on different audio representations.

Method Representation Source Accuracy (%)
W/O Alignment  U-Net Bottleneck 49.58
W/ Alignment U-Net Bottleneck 58.82
Frozen CLAP CLAP Embedding 59.66

We further calculate the modality gap between audio and visual representations on the
MUSIC test dataset following [13]. Given audio embeddings X = {x,}?’: 1 and visual embed-
dings Y = {y,-}ﬁv= 1» the modality gap is defined as follows:

1 ¥ 1 ¥
Agap:ﬁ;xi—ﬁz‘{yi )
i= i=

Results are shown in Table 5. We can observe that representation alignment leads to an
obvious reduction in modality gap. Interestingly, this reduction occurs despite the absence
of an explicit objective to minimize the gap between audio and visual modalities. Although
the alignment process is not directly designed for this purpose, it implicitly promotes better
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interaction between audio and visual features, ultimately benefiting the source separation
task.

Table 5: Comparison of modality gap with and without representation alignment.

Method Modality Gap
W/O Alignment 1.171
W/ Alignment 0.976

4.4 Ablation Study

Table 6 presents an ablation study evaluating the impact of visual backbone, fusion strat-
egy, and representation alignment on audio-visual separation performance. Results show
that hierarchical fusion consistently yields higher SDR and SAR scores, while maintain-
ing a competitive SIR score. Additionally, with the combination of hierarchical fusion and
alignment achieving the best overall results.

Table 6: Ablations on fusion strategies and with or without representation alignment.
Visual Backbone Fusion Alignment SDR{ SIR{ SARTY

ResNet-18 Late X 3.84 9.66 9.32
CLIP ViT-B/32 Middle X 5.57 12.99 8.60
CLIP ViT-B/32 Late X 5.86 11.64 9.72
CLIP ViT-B/32 Late v 6.07 12.10 9.73
X
v

CLIP ViT-B/32 Hierarchical 6.65 1239  10.11
CLIP ViT-B/32 Hierarchical 6.72 12.60  10.21

5 Conclusion

In this work, we analyze the complementary strengths of middle and late fusion in audio-
visual separation and propose a hierarchical fusion strategy that leverages both to improve
performance across diverse scenarios. To further enhance semantic understanding, we in-
troduce a representation alignment mechanism that aligns U-Net audio features with CLAP
embeddings, enriching semantic information while preserving spectral details. Experiments
confirm that both components contribute to separation performance. While our model uses
global CLIP features without explicit sound source localization, future work can explore
self-supervised localization to guide visual attention toward sounding objects and further
improve separation performance.
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